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Motivation

2

▪ LLMs have a key weakness: Hallucination

▪ Large Language Models (LLMs) are powerful, 
but they may hallucinate, i.e., generating non-factual 
content.

▪ Retrieval-Augmented LLMs still hallucinate

▪ Hallucination can be relieved by leveraging information 
retrieval (IR) to provide additional context to LLMs, but 
it still happens from time to time (See an example in 
Figure 1)

▪ The problem is critical for question-answer (QA) 
applications requiring high reliability  

▪ A hallucinated answer delivered to user may raise 
significant liability concerns (e.g., vehicle damage, driver 
safety).
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Contributions
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▪ We facilitate the investigation of the hallucination phenomenon in retrieval-augmented LLMs for 
domain-specific applications with high reliability requirements,  by:

▪ Collecting and presenting a large QA dataset, named DelucionQA, for this study

▪ Without loss of generality, the dataset adopts car-manual QA as a domain-specific representative task, 
and a state-of-the-art GPT model as a representative LLM.

▪ Multiple retrieval methods are implemented for QA with retrieval-augmented LLM.

▪ The occurrences of hallucination in answers are labeled by crowdsourcing workers

▪ Proposing a set of hallucination detection approaches to serve as baselines for our dataset

▪ The best performing baseline method shows a Macro F1 of only 71.09%, illustrating the challenging 
nature of the task. 

▪ Providing insights on the causes and types of hallucinations
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Step 1: 
Question 
Generation

1

Step 2: Context 
Retrieval

2

Step 3: Answer 
Generation

3

Step 4: Manual 
Annotation

4

Dataset Construction
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Dataset Construction
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▪ Automatic question generation by T5 model

▪ A set of candidate questions are automatically generated based on the publicly available car-manual of 
Jeep 2023 Gladiator using a multi-task T5 model (Raffel et al., 2020)

▪ Manual refinement of the question set

▪ The candidate questions are manually polished or filtered out if they are not realistic.

▪ Additional relevant questions that are not generated by the T5 model are manually added.

Step 1: Question Creation
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Dataset Construction
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▪ IR techniques are used to retrieve relevant context for each question and <Question, Context> pairs are 
constructed.

▪ We use the following four IR methods to retrieve a variety of context for each question:

• Sparse retrieval

• Top-K ensemble retrieval

o Top-1

o Top-3

• Adaptive ensemble retrieval

Step 2: Context Retrieval
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Dataset Construction
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▪ We choose the OpenAI ChatGPT model as a representative LLM because it is arguably the most advanced, 
best performing, and widely accessible LLM at the time of writing our paper.

▪ ChatGPT is prompted with each <Question, Context> pair constructed in Step 2 to generate an answer to 
the question based on the provided context.

▪  This step results in a large number of <Question, Context, Answer> triples.

Step 3: Answer Generation
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Dataset Construction
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▪ Amazon Mechanical Turk platform is used to assign labels for each sentence in the answer indicating 
whether it is (1) supported, (2) conflicted, or (3) neither supported not conflicted by the context in each 
triple.

▪ Based on the sentence level labels, a sample level label is assigned to each triple as follows:

▪ Hallucinated: if any of the sentence level labels in the triple is conflicted or neither supported not 
conflicted.

▪ Not Hallucinated: if all sentence level labels in the triple are supported.

Step 4: Manual Annotation
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Dataset Splits and Statistics
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Sim–cosine: based on 
sentence-level embedding 
similarity between the 
context and the answer.

Sim–overlap: based on 
sentence-level overlap 
between the context and 
the answer.

Sim-hybrid: a hybrid of 
Sim–cosine and Sim–
overlap.

Keyword-match: based on 
the ratio of keywords 
match between the 
context and the answer.

Hallucination Detection Approaches (Baselines)
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Performance of Proposed Approaches
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Based on our qualitative analysis, we identify the main 
reasons for different cases of hallucination:

▪ P1: using learned knowledge instead of context

▪ P2: unrelated information in retrieval results

▪ P1 and P2 can occurring jointly.  

Note: Whether or not an LLM hallucinates partially 
depends on how strongly it is biased towards the pre-
learned knowledge.

Case Study
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▪ This work addresses hallucination in answers generated by LLMs in retrieval-augmented QA, focusing on a 
domain-specific scenario where high reliability is required.

▪ We present a dataset (DelucionQA) containing 2,038 samples, together with a number of baseline 
hallucination detection approaches,  to facilitate research in this direction.

▪ Qualitative analysis is also conducted to provide insights into why hallucination occurs.

▪ While DelucionQA is constructed from a single representative domain (car manual) with one 
representative LLM (ChatGPT), we believe that the insights obtained and the approaches developed can 
be extended to other domains/LLMs as well. 

▪ Our future work will include diversifying our study to multiple domains/LLMs, and developing more 
advanced hallucination detection/handling approaches.

Conclusion
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Thank you!
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