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Motivation

▪Large Language Models (LLMs) are powerful, 
but they have a key weakness: Hallucination 
(i.e., generating non-factual content).

▪Retrieval-Augmented LLMs still hallucinate.
The problem is critical for question-answer (QA) 
applications requiring high reliability

Contributions

▪Construct/release a dataset, “DelucionQA”, to 
facilitate hallucination research for retrieval-
augmented LLM-based domain-specific QA. 

▪Without loss of generality, car-manual QA (with high 
reliability needs) and ChatGPT are chosen as the 
representative domain and LLM, respectively

▪Propose baseline hallucination detection methods

▪Provide insights on causes/types of hallucinations
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Results Conclusion

▪We release a new dataset, together with baseline 
approaches and analyses, to facilitate the study of 
hallucination in retrieval-augmented QA 
applications with high reliability requirements.

▪While DelucionQA is constructed for the car-manual 
domain with ChatGPT, the insights obtained and the 
approaches developed can be extended to other 
domains/LLMs as well. 

▪Future work will involve incorporating other 
domains/LLMs, and developing more advanced 
hallucination detection/handling approaches. 

Contact: msadat3@uic.edu; Zhengyu.Zhou2@us.bosch.com

Dataset Link: https://github.com/boschresearch/DelucionQA  
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